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information in latent representations

Stethoscopes: Unifying Adversarial Learning, Auxiliary Learning and Interpretability

[ i The network is trained on two classification tasks:
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Results: Querying, Suppressing & Promoting Information in Latent Representations
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» One Stethoscope is attached per network layer. Soe-
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= Labels for origin of stability enhance physical reasoning. = Adversarial training avoids focus on visual cues.
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[1] The Dataset is an extension of: O. Groth, F. Fuchs, A. Vedaldi, I. Posner, ShapeStacks: Learning Vision-Based Physical Intuition for Generalised Object Stacking. ECCV, 2018.



